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Abstract

Research on financial disclosure has consistently found that high quality accounting 
information reduces information asymmetries between borrowers and lenders and lowers 
the cost of capital. However, prior work suggests that the benefits of accrual information 
are attenuated when alternative information sources are available. This paper explores 
the heterogenous effects of accrual accounting in the context of municipal borrowing. 
In 1999, the Governmental Accounting Standards Board (GASB) introduced a new 
reporting model for state and local governments, requiring governments for the first 
time to report on a government-wide full accrual basis. I exploit the staggered phase-in 
of the new reporting model to examine its impact on the cost and use of municipal 
debt. While reporting on a full-accrual basis appears to have had a slightly beneficial 
effect for the average government borrower, regression discontinuity results show that 
for larger governments, the use of debt actually decreased while the cost of debt rose. 
To explain these results, I draw on findings showing that the credit ratings of large 
issuers during this period were more likely to be inflated.

JEL codes: M4I, H74

Keywords: financial disclosure, accounting quality, municipal debt

*1 am grateful to Thad Calabrese, Kate Yang, and seminar and conference participants at George Wash­
ington University, the Association for Budgeting and Financial Management, and the Association for Public 
Policy Analysis and Management. Qingqing Sun and Selina Shen provided excellent research assistance. All 
remaining errors are my own. This research did not receive any specific grant from funding agencies in the 
public, commercial, or not-for-profit sectors.

1



1 In troduction

Research on financial disclosure has consistently found th a t high quality accounting infor­

m ation reduces information asymmetries between borrowers and lenders and lowers the cost 

of capital. This finding has proved consistent across various sectors and measures of ac­

counting quality, including the use of accrual accounting among small businesses (Cassar, 

Ittner, and Cavaluzzo, 2015), whether or not privately firms’ financial statem ents have been 

audited (Minnis, 2011), whether or not public firms have issued accounting restatem ents 

(Hribar and Jenkins, 2004), and GAAP compliance among municipal governments (Baber 

and Gore, 2008; Fairchild and Koch, 1998; Gore, 2004). While this work is informative about 

the effects on the average borrower, more recent work suggests th a t there may be substantial 

heterogeneity in the effects across different types of borrowers. For example, Cassar, Ittner, 

and Cavaluzzo (2015) show th a t the benefits of accrual accounting are greatest when lenders 

have few alternative sources of information and little prior relationship with borrowers. On 

the other hand, when other sources of high quality information exist, accrual information has 

fewer incremental benefits.

This paper further explores the heterogeneous effects of accrual accounting in the 

context of municipal borrowing. In 1999, the Governmental Accounting Standards Board 

(GASB) introduced a new reporting model for state and local governments, significantly 

altering the format and basis of governmental financial statements. For the first time, gov­

ernments were required to prepare government-wide financial statem ents on a full accrual 

basis. The Statem ent of Net Assets, akin to a corporate balance sheet, would provide infor­

mation about the long-term assets and liabilities of a government entity as a whole, while the 

Statem ent of Activities, akin to a corporate income statem ent, would provide information on 

accrual-based revenues and expenses as well as the change in net assets for the year. This 

change marked a significant shift in the scope of government financial accounting. Instead 

of focusing solely on near-term  financial resources, the new reporting model enabled users to 

obtain a picture of a government’s economic condition in its entirety and better assess the
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long-term impacts of past decisions. Upon the release of the new standard, GASB’s Chair­

man described it as “the most significant change in the history of governmental accounting” 

(Plummer, Hutchison, and Patton, 2007).

Previous studies have examined the information relevance of GASB 34 and found 

th a t the new reporting model did provide incremental information to creditors. Plummer, 

Hutchison, and P atton  (2007) examined 530 Texas school districts to investigate the informa­

tion relevance of the new model, finding th a t GASB 34’s Statem ent of Net Assets provides 

information on default risk above and beyond th a t provided by governmental fund state­

ments, but th a t the Statem ent of Activities does not. Reck and Wilson (2014) looked at the 

association between the the new accrual-based information provided by GASB 34 and pri­

mary market borrowing costs and also concluded th a t the new information allowed creditors 

to better assess long-term performance. Notably, these studies use fairly small cross-sectional 

samples and rely on selection-on-observables strategies, leaving open the possibility th a t their 

results may be biased by unobservable factors th a t influence borrowing costs.

This paper builds on previous findings and contributes to the literature on accounting 

quality in the following ways. First, by using a regression discontinuity approach to exploit 

the staggered roll-out of the new standard, I am able to control for unobservable differences 

between issuers th a t may have been a source of bias in previous work. GASB phased in 

the implemention of GASB, requiring smaller governments more time to comply. Phase 1 

governments, defined as those governments with more than  $100 million in to tal revenues, 

were required to implement GASB 34 in the first period beginning after June 15, 2001, while 

Phase 2 and phase 3 governments were given one and two additional years to comply. By 

using regression discontinuity methods to examine the effects on governments on both  sides 

of the revenue thresholds, I am able to uncover more credible causal estimates th a t do not 

rely on the strong identification assumptions th a t has characterized previous work. Second, 

unlike studies th a t have limited their samples to school districts or municipalities, my analysis 

includes all government entities subject to the accounting changes, including counties and
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special districts, providing more generalizable findings. Finally, by utilizing both regression 

discontinuity and panel methods, I am able to estim ate an average treatm ent effect (ATE) in 

addition to local average treatm ent effects (LATE), thereby shedding light on the extent of 

heterogeneity in the effects. This heterogeneity may be particularly relevant to the muni bond 

market, which is often characterized as a poor information environment (Green, Hollifield, 

and Schurhoff, 2007).

Indeed, this paper shows tha t while the average effect of GASB appears to have been 

slightly positive, the effect on large issuers was in the opposite direction. T hat is, when higher 

quality accounting information was introduced, for large issuers the use of debt decreased 

and the cost of debt rose. Although this finding is novel, it is consistent with recent findings 

showing tha t, in the absence of high quality accounting information, muni borrowers rely 

heavily on credit ratings (Cornaggia, Cornaggia, and Israelsen, 2018), and moreover th a t the 

credit ratings of large issuers have at times been inflated as a result of the market power 

th a t they possess. To provide evidence of this channel -  th a t the negative effect on large 

governments was due to inflated credit ratings -  I demonstrate th a t the phase 1 governments 

in my sample were more likely to experience rating declines in the year after GASB 34 than  

phase 2 governments, even though the two groups had similar ratings in the prior period.

This paper proceeds as follows. Section 2 provides background on GASB 34 and 

the changes th a t it brought to government financial reporting. Section 3 discusses the data 

and methods, including both panel data and regression discontinuity approaches. Results 

are presented in Section 4. Section 5 examines the role of credit ratings and explores other 

possible explanations for the findings. Section 6 concludes.

2 Background on G A SB  34

Prior to the adoption of GASB 34, the focus of state and local government financial state­

ments in the United States was on summarizing financial information on a modified accrual
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basis by the type of fund. Funds are established by governing bodies to show restrictions 

on the use of resources and to comply with finance-related laws, such as balanced budget 

restrictions. The adoption of GASB 34 resulted in three m ajor changes: 1) government-wide 

financial statem ents prepared on a full accrual basis, including a Statem ent of Net Assets 

and a Statem ent of Activities, 2) a M anagement’s Discussion and Analysis (MD&A) section 

providing a readable analysis of the government’s financial condition, and 3) separate re­

porting of m ajor funds th a t constitute a significant proportion of resources rather than  only 

reporting by fund type.

The most significant change was the requirement for goverment-wide financial state­

ments. The statem ents, prepared using the economic resources measurement focus and a 

full-accrual basis, would consist of a Statem ent of Net Assets and a Statem ent of Activities, 

requiring governments for the first time to report on all capital assets, including infrastructure 

assets, as well as to report depreciation expenses. In the case of general infrastructure assets 

th a t had to be retroactively capitalized, governments were given a grace period of four years 

to complete the capitalization. While the new reporting model required government-wide 

statem ents, it did not abandon fund reporting, as governments were still required to prepare 

governmental fund statem ents on a modified accrual basis.

The focus of modified accrual accounting is on near-term  financial resources rather 

than  to tal economic resources. It is unique to the government sector because it demonstrates 

whether the reporting entity acquired and used its resources according to its legally adopted 

budget. So whereas previously users were able to assess whether, for example, the general 

fund of a municipality was in balance, with the new reporting model they were able to 

more comprehensively assess the finances of the government in its entirety.1 Moreover, they 

could now assess the medium and long-term effects of past decisions and determine whether 

governments were shifting costs to future years.

The new model did not in practice capture all economic resources. In particular,

1 Fiduciary activities, whose resources are not available to fund government programs, are not included in 
the government-wide statements.
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while long-term liabilities such as pension costs and retiree health benefits were no longer 

recognized simply on a “pay-as-you-go” basis, neither did the new model recognize the full 

extent of the unfunded accrued liabilities; it would take several more GASB statem ents before 

the full extent of pension and post-employment (OPEB) liabilities would be placed on the 

Statem ent of Net Position. The informativeness of the new financial statem ent information 

may also have been diminished by the extensive amount of information about capital flows 

and debt th a t is reported in the notes to the financial statem ents and in bond offering 

statements. Nevertheless, the new Statem ent of Financial Position provided a great deal 

more insight into a government’s overall financial condition than  was previously available, 

including information on accrued interest payable on long-term debt and information on 

long-term assets and liabilities such as capital assets, infrastructure, and general obligation 

debt. The information on capital assets and infrastructure may be have been particularly 

useful, as it enabled analysts to gauge the age and remaining useful life of capital assets and 

the potential need for replacement or expansion.

The other changes stemming from GASB 34 were less significant, but nevertheless 

resulted in m ajor changes to the format and presentation of the statem ents. The MD&A 

section gave financial managers an opportunity to share their insights by providing a readable 

analysis of the government’s recent operations and a discussion of any significant changes 

th a t occurred in particular funds or significant budget variances. Instead of simply reporting 

funds in the aggregate by type on the fund statem ents, the new model also required separate 

columns for m ajor funds and a consolidation of all modified accrual financial information. 

The change required governments for the first time to provide more specific information on 

funds of particular consequence, such as water and sewer funds, and also to more clearly 

report on the aggregate near-term  resources of governmental funds.

W hether GASB 34 resulted in significantly new information to investors remains 

an open question. As noted above, Plummer, Hutchison, and P atton  (2007) found th a t 

the Statem ent of Net Assets provides information on default risk above and beyond the
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information provided by governmental fund statements, but th a t the Statem ent of Activities 

does not, suggesting tha t the accrual measure of “earnings” is not more informative than  the 

modified-accrual measure. However, their analysis focused only on Texas school districts and 

is correlational in nature, lacking a research design tha t would enable them  to make stronger 

causal claims. Reck and Wilson (2014) looked at the general obligation bond issues of 125 

cities and also concluded th a t the new reporting model provided incremental information 

above and beyond what had previously been available, a finding th a t they attribu te  primarily 

to the aggregation of the modified accrual information. However, the relatively small size of 

their sample and the lack of a strong research design mean th a t the external validity of their 

findings is open to question. This paper, in contrast, draws on data from all types of local 

governments nationwide and leverages quasi-experimental variation.

3 D ata  and M ethods

3.1 D a ta

This paper uses data from three different sources: 1) the Census of Governments and the 

Annual Survey of State and Local Finances, 2) data  collected from close to 300 individual 

government financial statem ents, and 3) SDC Platinum ’s municipal bond database. The pri­

mary source of data  is the Census of Governments and the Annual Survey of State and Local 

Government Finances.2 The Census contains comprehensive data on government revenues 

and debt issuance back to 1967; indeed, it is “the only comprehensive source of information 

on the finances of local governments in the United States” (Pierson, Hand, and Thompson, 

2015).

Since not all governments follow GAAP, the sample excludes local governments for

2The year of the census data does not always correspond to the fiscal year of the government; a “survey 
year” includes each government’s fiscal year that ended between July 1 of the previous year and June 30 
of the survey year, meaning that governments with fiscal years ending after June 30 are represented in the 
following year’s survey data. There are a few exceptions for school districts; see Census of Government user 
note files.
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whom GASB 34 did not apply. This drops school districts in Indiana, Missouri, Washington, 

and West Virginia as well as local governments in New Jersey and Indiana.3 The sample also 

excludes school districts in Texas since, as Plummer, Hutchison, and P atton  (2007) note, the 

state of Texas m andated th a t all local governments implement GASB 34 early regardless of 

revenue level. Given these sample restrictions, the estimand can be interpreted as the impact 

of GASB 34 on governments th a t follow GAAP.

Two challenges with the data present themselves. Since the Census collects data  on 

the amount of debt issued by governments but does not collect data  on borrowing costs, it is 

necessary to m atch the census data  with the prim ary market data  from SDC. However, there 

is no common id th a t facilitates a crosswalk between the two datasets, which requires th a t 

individual governments must be matched to their debt issues using “fuzzy name matching.” 

In practice, this severely restricts the number of observations tha t can be feasibly matched, 

and as a result the amount of data available to analyze the cost of debt is much less than  

the amount of data available to analyze the use of debt. Appendix Part 2 details the process 

used to m atch government borrowers with particular debt issues. The other challenge is th a t 

the Census data consists of survey responses, which results in measurement error in certain 

key variables. I discuss this issue, and the effect it has on the analysis, in more detail in the 

next section.

For the cost of debt, I look at the true interest cost of the issue. For the use of 

debt, I draw on two variables in the census data  pertaining to public borrowing: 1) a binary 

measure for whether a government issued long-term debt in a given year4, and 2) the amount

3This list is based on findings from the data collection process described in section four. It does not coincide 
perfectly with Baber and Gore (2008), who list ten states that did not impose reporting requirements during 
1995-2002. In part this is because the sample does not exclude states who may not otherwise follow all 
aspects of GAAP but implemented GASB 34 on schedule. As Khumawala, Marlowe, and Neely (2014) point 
out, it is not uncommon for local governments in non-GAAP states to prepare financial statements that have 
many of the same components of GAAP. Moreover, if the list is incomplete, it is likely that the results will 
simply understate the effects of GASB 34, as the sample will include some states for whom the assignment 
to treatment had no effect.

4 The surveys that governments fill out ask about long-term debt for public purposes, long-term debt for 
private purposes, and short-term debt. Although they refer to debt “issued,” the questions are intended to 
capture all long-term debt and do not distinguish between public and private debt.
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of new debt issued in a given year. The amount of new debt is calculated by adding the total 

amount of long-term debt issued to the amount of short-debt outstanding at the end of the

year and subtracting the amount of long-term debt retired.5 Note th a t this measure of new

debt can take negative values if a government retired more debt than  it issued.

3.2  E m pirical S tra teg y

3.2.1 R egression  D iscon tin u ity

GASB issued Statem ent No. 34 in June of 1999 and required governments to implement the 

new standard on a staggered basis based on their to tal revenues in the period ending after 

June 15, 1999. Since the m ajority of state and local governments in the United States use 

a fiscal year of July 1 to June 30, for most governments the date of implementation was 

determined based on their revenue collection in fiscal year 1999. For phase 1 governments, 

those with more than  $100 million in to tal revenues in 1999, the new reporting model was 

effective for the first period beginning after June 15, 2001. For phase 2 governments, those 

with less than  $100 million and more than  $10 million in revenues, the standard was effective 

for the first period beginning after June 15, 2002. For phase 3 governments, those with less 

than  $10 million in revenues, the standard was effective for the first period beginning after 

June 15, 2003. Thus, for the “typical” phase 1 government with a fiscal year ending on June 

30, GASB 34 was effective in fiscal year 2002. For the typical phase 2 government, it was 

effective in fiscal year 2003.

The staggered roll-out of the standard created exogenous variation at the cut-off th a t 

can be exploited using a regression discontinuity (RD) design. Although the use of unau­

dited financial data  presents some challenges (discussed in more detail below), an RD design

5An alternative measure, almost exactly equivalent, would be to measure the change in total debt out­
standing. The only difference is in the measurement of short-term debt (relying on the year-end balance 
rather than the change). The problem with this approach is that the measurement of total debt outstanding 
may have been affected by the treatment. That is, governments that implemented GASB 34 may have calcu­
lated this measure differently based on their new accrual-based accounting system, despite the fact that the 
Census posed questions about total debt outstanding even in years prior to 2002. Hence, I prefer to construct 
a measure of new debt that is independent of the measure of total debt outstanding.
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represent a more credible identification strategy is typically available in the analysis of major 

accounting standards. And while RD designs are invalid in settings where agents can ma­

nipulate the running variable, GASB issued Statem ent No. 34 in June of 1999 and based its 

phase-in schedule on the revenues th a t governments collected th a t same year; consequently 

there was little opportunity for governments to m anipulate their fiscal year 1999 revenues 

post-hoc. Appendix Figure 1 shows a density plot of governments near the threshold, con­

firming th a t there was no evidence of bunching below the revenue cut-off.

RD designs can be analyzed in one of two ways: as a randomized experiment at 

the threshold or using a continuity-based approach. The continuity-based framework, rather 

than  relying on as-if randomization, makes the less restrictive assumption tha t, in the absence 

of treatm ent, the outcome variable is continous at the cut-off (Sekhon and Titiunik, 2017). 

Although it can be advantageous for reasons of precision to adopt the local randomization 

assumption, th a t approach also requires stronger assumptions, and consequently this paper 

mainly employs the continuity-based framework. (Results based on the local randomization 

assumption are presented in an appendix.)

One limitation of RD -  regardless of the estimation strategy -  is the local nature of 

the estimand; the design permits identification of the local average treatm ent effect (LATE) 

at a cut-off. In this case, there are actually two cut-offs -  $100 million in to tal revenues 

and $10 million in total revenues. Although the local nature of the RD estimand is typically 

thought of as a shortcoming, in this case it presents some advantages, as it provides an 

opportunity to separately estim ate treatm ent effects for both small and large issuers. In 

1999, governments with $100 million in revenues fell at approximately the 94th percentile 

in a ranking of governments by revenue, while governments with $10 million in revenues 

fell at the 59th percentile. (A large number of government entities consist of authorities 

th a t issue debt but do not independently collect much revenue, and thus fall into GASB’s 

Phase III category by default.) Given Cassar, Ittner, and Cavaluzzo (2015)’s finding th a t 

accrual accounting primarily benefits smaller entities, for whom fewer alternative sources of
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information are available, the a priori hypothesis is th a t GASB 34 benefitted the smaller 

issuers more than  the larger issues. However, one countervailing factor is th a t very small 

governments are less likely to be GAAP-compliant (Khumawala, Marlowe, and Neely, 2014) 

and thus are less likely to be affected by changes in financial accounting.

3.2.2 M easurem ent Error and N oncom pliance

The census’ measure of to tal revenues includes all tax  revenues, intergovernmental revenues, 

sales and service revenues but excludes transfers between accounts of the government, in­

cluding internal service funds. This is consistent with the to tal revenue measure th a t GASB 

uses to differentiate between phase 1 and phase 2 governments, which includes all revenues 

of the prim ary government’s governmental and enterprise funds.6 However, despite the cen­

sus reporting a measure of to tal revenues, the variable th a t it reports comes from surveys, 

meaning tha t the running variable contains measurement error. Moreover, some of the self- 

reported data are based on unaudited financial statem ents, while the to tal revenue number 

th a t GASB uses is based on audited financials. Several recent papers discuss RD designs with 

measurement error in the assignment variable and the challenge th a t it poses for identification 

(Hullegie and Klein, 2010; Pei and Shen, 2016; Davezies and Le Barbanchon, 2017). W ith 

classical (smoothly distributed) measurement errors in the running variable, the discontinuity 

in the assignment probability vanishes, rendering the RD design invalid.

However, in this case not all of the data is measured with error. Not only is some 

of the self-reported data based on verified information, but the census also edits the data, 

checking the reported numbers against audited financial statements; in fact, the census’ 

division of state and local finance spends a good portion of each year checking the responses 

against financial statem ent da ta.7 Hence, the running variable in this case contains a mixture 

of values th a t are measured correctly and values th a t are reported with error, which Horowitz

6If component units are considered to be separate special purpose governments, then they receive their 
own survey forms from the census. They do not receive a separate survey if they are part of the parent 
government.

7 This was confirmed via e-mail correspondence with census staff.
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and Manski (1995) refer to as the contam inated sampling model. Specifically, the analysis 

assumes tha t

R obs = R*Z + R ( l - Z )  (1)

where R* and R  denote the true and error-prone measurements of revenues, Z is a

binary indicator for those who report correctly, and R obs is the survey measurement actually 

observed. In a similar example to the one discussed here, B attistin  et. al (2009) show th a t

the RD design is still valid in a contam inated sampling model as long as there is still a

discontinuity in the take-up of treatm ent; the sharp RD estimate will simply be downward 

biased and subject to a correction factor. Specifically, under a sharp RD design, the causal 

effect of being assigned to treatm ent, (3, is measured by the difference in the mean outcomes 

of governments marginally above and below the threshold f:

E{[3\f+} = E { Y \ f +} -  E { Y \ f ~ }  (2)

where Y is the outcome of interest and r is the running variable. B attisten et. al 

(2009) show tha t, under the assumption th a t the process generating measurement error is 

orthogonal to the outcome of interest, Y:

E { Y \ R obs = f+} -  E { Y \ R obs = f - }  =  (E{Y\R* = f+} -  E{Y \R*  = f ~ } ) E { Z \ R obs = f~ }

(3)

In other words, the amount of downward bias in the RD estimate is equal to E { Z \ R obs = 

r~},  the proportion of observations th a t are without error.

In order to confirm th a t there is a discontinuity in the take-up of treatm ent, Figure 

1 and Table 1 present compliance data th a t was collected from all governments within a $10 

million window of the $100 million threshold. Of the 326 governments within this window, 

there were 277 who comply with GAAP and thus formed part of the sample. Of the 277, it was
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possible to obtain financial statem ents for 217 (78%). Figure 1 plots the results, indicating 

the extent to which governments above and below the cut-off implemented GASB 34 in the 

initial year of implementation. Table 1 shows the same results in table form, with the first 

row showing the distance from the threshold, and the th ird  row showing the percentage of 

governments th a t implemented the standard.

The figure confirms tha t, despite the presence of measurement error in the running 

variable, there is still a discontinuity in treatm ent take-up at the threshold, confirming th a t 

the RD design remains valid. The two trend lines have intercepts th a t are approximately 

25 percentage points apart. As an additional robustness check, the following sections also 

present placebo results from before GASB 34 was implemented, providing further evidence 

th a t there is indeed a discontinuity in the probability of take-up, and furthermore th a t any 

causal effects of GASB 34 are not merely the product of misspecification.

The relatively small size of the discontinuity in Figure 1 does not only stem from 

measurement error. As with the B attistin  et. al paper, there is also noncompliance. While 

GASB clearly delineated effective dates for phase 1, phase 2, and phase 3 governments, 

the organization also encouraged governments to adopt the standard early if possible, and 

many elected to do so. In addition to early implementation, there may have also been some 

noncompliance for governments th a t m isunderstood which effective date applied to them  or 

were simply unable to implement the standard on time.

As equation 2 shows, correcting for the downward bias in the RD estimate requires 

an estimate of the proportion of observations th a t are measured w ithout error. This is 

complicated by the noncompliance; it is impossible to know how much of the take-up on 

the left side of the threshold in Figure 1 (as well as the lack of take-up on the right side) is 

due to noncompliance and how much is due to measurement error in the running variable. 

However, the figure does provide a clear upper bound. Based on both the left-hand and right- 

side intercepts, the proportion of error-prone measurements appears to be no higher than  0.8 

(since an intercept of 0.5 would potentially indicate all observations are measured with error).
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Given th a t there is noncompliance, it is likely th a t the true measure is significantly less than  

tha t. Hence, the proportion of accurate (error-free) measurements is between 0.2 and 1.0, 

but with a noncompliance rate of around 20%, the more likely range is between 0.6 and 1.0. 

This implies th a t the results from RD regression should be divided by a factor between 0.6 

and 1 (or equivalently, multipled by a factor between 1 and 1.67).

Although it is common in RD studies to report sharp and fuzzy RD estimates, this 

paper will focus on the sharp estimates, i.e. the effect of being assigned to treatm ent rather 

than  the “treatm ent effect on the treated” . I focus on the sharp RD results for two rea­

sons. First, other than  for governments in close proximity to the $100 million threshold and 

presented in Figure 1, there is no data  on compliance. Second, even with compliance data 

within a $10 million bandwidth of the $100 million threshold, the relatively small size of the 

discontinuity (due to both measurement error and noncompliance) leads to a weak first stage 

and IV estimates th a t are imprecise. As a result, while I present fuzzy RD results for the 

$100 million threshold in an appendix (with the assumption of 100 percent compliance out­

side of the $10 million bandwidth), the discussion will focus primarily on the intent-to-treat 

results.8

3.2 .3  P an el M eth od s

Although the RD approach outlined above estimates a LATE rather than  an ATE, the com­

prehensive nature of the Census data means th a t it is also possible to analyze the effect of

GASB 34 using panel methods. The existence of panel data strengthens the RD analysis in 

two ways. First, it provides a means of validating the RD results using difference-in-difference 

designs; by limiting the difference-in-difference designs to a subsample of governments near

8Battistin et. al (2009) show that, in the case of Fuzzy RD, the bias factor cancels out, and that the 
traditional instrumental variable estimator identifies the treatment effect on the treated (the causal effect, 
G, of implementing GASB 34) without any correction term being necessary. The fuzzy RD estimator is:

E { Y \R obs =  f+ } -  E { Y \R obs = f - }
E{G\Robs = f+} -  E{G\Robs = f - }  U
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the two thresholds, the average treatm ent effects th a t they estimate should be somewhat 

comparable to the LATEs at the two different thresholds. Second, and perhaps more im­

portantly, it allows for the estimation of an average treatm ent effect tha t uses all of the 

governments in the sample. This is crucial because it provides some basis for comparing 

the local effects at the two thresholds to an overall average effect. Hence, the RD and the 

panel methods in combination illuminate the extent to which the effects of GASB 34 are 

heterogeneous.

The downside of the Census panel data  is tha t, as noted above, it lacks information 

on borrowing costs, and the challenges of matching the census data  to the prim ary market 

data  limited the collection of borrowing costs to governments near the two thresholds ($10 

million and $100 million in revenues). Hence, while the RD methods will examine both the 

use of debt and the cost of debt at the two different thresholds, the panel analysis will be 

limited to analyzing just the use of debt.

While phase 1 governments were required to implement GASB 34 starting in 2001, the 

gap between the announcement of the standard and its implementation means th a t it possible 

some governments strategically timed their implementation of the standard or went to the 

bond market early in anticipation of the market consequences of enhanced disclosure. Thus, 

while the main focus of the results will be on the year after the initial required implementation, 

when financial statem ents first became available,9 I will also present regression discontinuity 

results for several periods before and after.

9For the cost of debt, I looked for debt issues with transaction dates as close as possible to 9 months 
following implementation. However, in order to match the census data with cost of debt information, I drew 
from a dataset that included debt issues from the two years following implementation, and hence some of 
the issues in the final sample fell more than one year after implementation. See Appendix Part 2 for more 
details.
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4 R esu lts

4.1 R egression  D isco n tin u ity  R esu lts

Figure 2a plots the proportion of governments around the phase 1/phase 2 threshold th a t 

issued long-term debt in the year following the initial implementation of GASB 34. The 

figure shows clear evidence of a treatm ent effect, with governments just above the threshold 

approximately 12 percentage points less likely to issue debt. Figure 2b presents the results 

for the amount of new debt.10 Once again, there is a difference in the intercepts at the 

threshold, with phase 1 governments issuing approximately 4 million less debt than  phase 2 

governments.

Table 2 presents summary statistics. Table 3 presents the regression results th a t 

correspond to Figures 2a and 2b. All of the estimates come from nonparam etric regressions, 

using mean-squared-error optimal bandwidths and robust standard errors based on Calonico, 

Cattaneo, and Titiunik (2014); relying on an “optim al” data-driven bandw idth prevents spec­

ification searches th a t may yield false positives. Each table presents three specifications: a 

linear model without covariates, a linear model with covariates, and a quadratic model with 

covariates. Standard RD estimation does not require covariates, but they can increase effi­

ciency (Calonico, Cattaneo, Farrell, and Titiunik, 2016). The covariates include the amount 

of new debt issued in 1998, to tal taxes collected in 1998, the amount of cash and securities 

on hand in 1998, and a year dummy indicating the survey year (2003 or 2004). The financial 

variables are from 1998 to ensure th a t the covariates are pre-determined.

The first three columns in Table 3 focus on the likelihood of issuing long term  debt 

at the phase 1/phase 2 threshold. Although the dependent variable in this case is binary, it is 

standard in RD to use a linear probability model since the running variable is unrestricted on 

both sides of the cut-off (Lee and Lemieux, 2010; Lemieux and Milligan, 2008). The results 

are consistent with Figure 2a. There appears to be a difference in the likelihood of issuing long

10In order to minimize the effect of outliers, the sample excludes observations near the cut-off with amounts 
in the top/bottom  1 percent of the entire distribution.
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term  debt between governments th a t implemented the standard early (above the threshold) 

and those th a t did not, with phase 1 governments near the threshold approximately 17-24 

percentage points less likely than  phase 2 governments to issue debt in the year after they 

implemented the standard. Two of the three estimates are significant at the 5 percent level.

Columns 4-6 in Table 3 present the results for the amount of new debt. The re­

gressions again yield estimates th a t are consistent with the graphical analysis. Governments 

above the threshold (phase 1 governments) issued approximately $6 million less in new debt 

than  phase 2 governments near the threshold, with two of the three estimates significant at 

the five percent level.

How large are these effect sizes? As noted in section 4, these effects are subject to 

a correction factor to properly account for the measurement error in the running variable. 

For the probability of issuing debt, the coefficients in Table 3 fall between 16.5% and 24.8%, 

implying th a t the true effect of GASB 34 lies somewhere in the range of 16.5-41% (inflating 

the larger estimate by the maximum amount). Since the correction factor is almost certainly 

inflated by the presence of noncompliance, a more realistic estim ate might be to take the 

middle estimate in the table and divide it by 0.8, yielding an estim ate of approximately 22%. 

The corresponding estimates for the amount of new debt is 10 million. For context, the 

average debt load for governments within a $50 million window of the threshold ($50 - $150 

million in to tal revenues) in the year following phase 1 implementation was $85 million in 

to tal debt outstanding. Hence, a decline of 10 million in new debt represents roughly 12% of 

the average to tal debt load.11

Figure 3 presents RD results for the effect of GASB 34 on the cost of debt.12 There 

appears to be a discontinuity in the outcomes -  with phase 1 governments at the threshold 

facing higher borrowing costs -  though the discontinuity is not as large relative to the variance

11 Appendix Table 3 presents the fuzzy RD results that account for noncompliance at the phase 1/2 thresh­
old. As noted above, these estimates assume that there is full compliance outside of the band for which data 
has been collected ($90 - $110 million) and thus must be interpreted with caution. The fuzzy estimates are 
extremely noisy and not statistically significant, but 5 of 6 carry the same sign as the sharp RD results.

12The range of the x-axis is slightly smaller than Figure 2 because of the more limited amount of data.
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in the data as in Figure 2. Table 4 presents the corresponding regression results. The results 

are all positive, indicating th a t governments th a t implemented the standard early faced higher 

borrowing costs. However, the coefficients lack precision, with only one of three estimates 

significant at the five percent level.

The results from Tables 3 and 4 suggest th a t phase 1 borrowers reduced the amount 

of debt they issued in the wake of GASB 34 and also faced potentially higher borrowing 

costs. These results hold at the $100 million threshold since they are local average treatm ent 

effects. W hat about results from the lower part of the revenue distribution? Figures 4 and 5 

present RD plots for the use of debt and the cost of debt at the lower threshold. Tables 5 and 

6 present the corresponding regression results. All of the estimates for the use of debt are 

very close to zero and not statistically significant. The estimates for the cost of debt are also 

not significant, though they are consistently negative, i.e. in the opposite direction of the 

results at the phase 1/2 threshold. It appears tha t, while GASB 34 reduced the use of debt 

and raised borrowing costs among larger governments, it had little to no effect on smaller 

governments near the $10 million threshold; if anything, for those governments it may have 

lowered borrowing costs, which would be consistent with the results of Cassar et. al (2015).

4.1 .1  R ob u stn ess and P laceb o  T ests

Appendix Table 1 presents the results of additional specifications for both  the use of the 

debt and the cost of debt at the phase 1/2 threshold. Since the main results all rely on 

optimal bandwidths based on Calonico, Cattaneo, & Titiunik (2014), the table presents 

results for alternative bandw idth choices, as well as from the local randomization approach. 

All of the additional specifications are in line with the main estimates, although once again 

the coefficients for the true interest cost are imprecise, with only one significant at the five 

percent level.

While these additional specifications dem onstrate th a t the results are not sensitive 

to the choice of bandwidth or functional form, they do not speak to the validity of the RD
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design in a setting such as this one with measurement error in the running variable. To 

further validate the use of the RD design and ensure tha t the results are not the product of 

misspecification, Figure 6 plots the use of debt -  both  a binary measure (Figure 6a) and a 

continuous measure (Figure 6b) -  for fiscal year 1998. Given th a t there was no treatm ent in 

1998, there should be no evidence of a discontinuity at the threshold. While there is a small 

difference in the intercepts in Figure 6a, it is much smaller than  the discontinuity observed 

in Figure 2a, and the two lines in Figure 6b nearly intersect, together providing support for 

the validity of the design. Table 7a presents the corresponding regression results. All of the 

estimates are near zero and not statistically significant. Even the largest estim ate (column 

6) is considerably smaller than  any of the estimates in Table 3. Hence, the results support 

the validity of the RD design as an empirical strategy.

4.1 .2  T im ing and A n ticip ation

Appendix Table 2 examines the local average treatm ent effect at the Phase 1/2 threshold 

at different points in time, from two years before Phase 1 governments were required to 

implement GASB 34 to two years after. If certain phase 1 governments were strategically 

implementing the standard early or timing their bond issues in anticipation of possible market 

consequences, then there might be effects in the periods prior to the main year of interest. 

Similarly, if the duration of treatm ent m atters, then there might be effects in the years 

following the required implementation. Although the coefficients in Appendix Table 2 are 

all negative, consistent with the main effect, the magnitudes are all smaller than  the main 

coefficients (shown in column 4) and not statistically significant. The results at the phase 

2/3 threshohold (not shown) show a similar pattern.

4.2  P an el D a ta  R esu lts

The RD results above provide estimates of the local average treatm ent effect at the two 

different policy thresholds -  $100 million and $10 million in revenues respectively -  but they
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don’t reveal what the average treatm ent effect of the policy is across all governments in 

the sample. This section exploits the longitudinal nature of the Census data  to 1) provide 

additional validation of the RD results, and 2) estimate an average treatm ent effect.

Figure 7a depicts the proportion of phase 1 and phase 2 governments issuing long­

term  debt three years before and three years after GASB 34 implementation (corresponding 

to fiscal years 1999-2005 for most governments). For the sake of comparability with the RD 

estimates, the sample is limited to governments within a $50 million window of the $100 mil­

lion threshold (i.e. phase 1 governments with between $100 and $150 million in to tal revenues 

and phase 2 governments with between $50 million and $100 million in to tal revenues).13 Up 

until the year of implementation (year 0), phase 1 and phase 2 governments follow a similar 

trajectory, with the two lines roughly parallel. In the year following implementation (year 

1), there is a drop in the proportion of phase 1 governments issuing debt relative to phase 2 

governments and relative to their prior trajectory.

The visual evidence thus corroborates the RD findings from the previous section. It 

shows tha t phase 1 governments were less likely to issue debt in the wake of GASB 34 than  

they had been previously. To further investigate, Table 9 shows the results from regressions 

th a t estim ate the treatm ent effect using a difference-in-difference framework. T hat is, the 

regressions estim ate the difference in phase 1 governments relative to phase 2 governments 

in year 1 after accounting for pre-existing differences between the groups. The difference- 

in-difference results are smaller than  the RD results presented in Table 3, but they have 

the same sign and two of the four estimates are statistically significant. Thus, the pattern  

of results -  both in the figure as well as in the additional regression findings -  represents 

additional evidence th a t GASB 34 reduced the amount of debt th a t phase 1 governments 

were issuing, further bolstering the findings from the previous sections. In appendix table 

4, I also present additional diff-in-diff specifications th a t use an alternative control group

13 These estimates will not be perfectly analagous to the RD estimates since they still represent an av­
erage treatment effect over the $50-$100 million range rather than at the $100 threshold, but they should 
nevertheless provide some basis for comparison.
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consisting of governments from non-GAAP compliant states. These results also support the 

main findings.

Figure 7b plots the use of debt among all governments in the sample: phases 1-3. 

W hen plotted in this way, with a large y-axis, it is difficult to observe any obvious effect 

of the treatm ent. It appears th a t there is perhaps a slight drop in debt issuance for phase 

2 governments in year 2 (the year after implementation), however no other obvious effects 

are discernible. Table 10 presents panel regression results for all governments. The sample 

covers the years 1998-2005 and only includes governments with a full set of observations. 

In order to be consistent with the RD and diff-in-diff results, which only use observations 

from specific parts of the distribution, table 10 presents results for an unsealed measure of 

new debt; however, appendix table 5 presents results for a scaled measure of new debt th a t 

first transforms the distribution so th a t it is entirely positive and then converts to the log 

scale.14 The specifications include government and year fixed effects. A treatm ent variable 

( “post-GASB 34 implementation”) is coded one in the years following implementation of 

GASB 34 and zero otherwise. Thus, for phase 1 governments, the treatm ent variable is 

coded one for the fiscal years beginning after June 15, 2002, and zero otherwise; for phase 

2, it is coded one for the fiscal year beginning after June 15, 2003, and zero otherwise. For 

phase 3 governments, it is coded one for the fiscal year beginning after June 15, 2004.

The results from Table 10 are uniformly positive and, in four of the six specifications, 

statistically significant. The estimates suggest tha t, when looking at the entire population 

of governments in the U.S., for the average municipal borrower the effect of GASB 34 was 

slightly positive. Notably, the standard errors are approximately one tenth  the size of those 

from the RD estimates, suggesting th a t the lack of finding at the phase 2/3 threshold may 

be due to a lack of precision.

14These results are necessarily sensitive to the transformation that is used. Alternative transformations, 
such as subtracting values three standard deviations below the mean and then converting to the log scale, 
yield similar results.
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5 T he C redit R atings C hannel

The results in Table 10 appear consistent with the prior literature on accounting quality: the 

introduction of accrual accounting reduces information asymmetries and lowers the cost of 

capital. This in tu rn  should increase debt use for the average borrower. Based on Table 10, 

it appears th a t GASB 34 had a slightly positive effect on the use of debt among governments 

overall. This does not however explain the findings at the higher threshold. How is it possible 

for GASB 34 to have had a positive effect on debt use overall but a negative effect among 

larger governments? These findings require either th a t GASB 34 revealed new information 

th a t was unflattering to larger governments or th a t there were quality differences in the 

information available to investors prior to the new reporting model.

Financial reporting is not the only source of information available to bond investors. 

One other prim ary source of information is credit reports, which are based in part on material 

non-public information and thus can serve as an information substitute in the absence of high 

quality financial reporting. Cornaggia, Cornaggia, and Israelsen (2018) document tha t, not 

only do muni bond investors mechanically rely on credit ratings for independent information 

about credit risk, but they rely on ratings more in poor information environments, as would 

have been the case prior to GASB 34. Such mechanical reliance on credit reports was one of 

the reasons why the Dodd-Frank Wall Street Reform and Consumer Protection Act of 2010 

aimed to decrease the importance of credit ratings for assessing default risk and elevate the 

usefulness of financial reports.

If the credit ratings of large issuers provided a different level of accuracy and in­

formativeness than  those of smaller issuers, this could explain the empirical results. Recent 

papers in the credit ratings literature provide support for this interpretation. Bolton, Freixas, 

and Shapiro (2012) model competition among credit-rating agencies (CRAs) to show how 

conflicts of interest distort the efficiency of ratings. They show th a t “when an issuer is more 

im portant to a CRA, either because it is a repeat issuer or because it has larger issues, 

the CRA is more prone to inflate th a t issuer’s ratings” (88). This theory has since been
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validated empirically. He, Qian, and Strahan (2011) study the role of rating agencies in 

the mortgage-backed securities market and find th a t “ratings mistakes were correlated with 

issuer size and market conditions. All three m ajor rating agencies were more optimistic for 

securities sold by large issuers during the boom years.” Kedia, Rajgopal, and Zhou (2014) 

show tha t, following M oody’s IPO in 2000, “large and frequent issuers of corporate bonds 

[were] more likely to receive more favorable ratings from M oody’s.” Similarly, Faltin-Traeger 

(2009) finds th a t repeat issuers are more likely to stick with the same CRA if they received a 

more favorable early rating. Credit ratings may be biased for those segments of the market 

with more m arket power, in this case large municipalities th a t consistently issue long-term 

debt.

Thus, it appears plausible th a t inflated ratings explain the negative effects of GASB 

34 on large issuers. To the extent th a t credit ratings and high quality accounting information 

both decrease the incentives for investor information acquisition, then they should lower the 

cost of debt. However, if credit rating information is biased for a segment of the market, then 

the higher quality accounting information should shed light on th a t bias. In other words, 

if large issuers were more likely to be inflated, then they should see larger ratings declines 

once higher quality information was introduced. In this section, I use my sample to look 

for evidence consistent with this hypothesis. To do so, I use a simple difference-in-difference 

design, based on credit ratings before and after GASB 34 financial reports were released, to 

examine whether Phase 1 and Phase 2 governments experienced differential changes in the 

ratings of their new bond issues.

The results are presented in Table 11. The credit rating variable is based on M oody’s 

underlying rating (without insurance) for primary market bond issues. The ratings are 

superimposed on a linear scale, so th a t a top rating (Aaa) =  1, A al =  2, etc. In cases where 

the M oody’s rating is missing, I impute using the S&P or Fitch ratings. The table shows 

th a t the phase 1 governments in the sample had slightly better ratings on average prior to 

GASB 34 (i.e. a lower value on the numeric scale), and slightly worse ratings after. While
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the phase 2 ratings got slightly better, the phase 1 ratings got worse. The difference in the 

rating swings between the two groups - 0.8 on the linear scale - is significant at the 5 percent 

level, suggesting tha t phase 1 governments did indeed experience a worsening of their credit 

ratings following the implementation of GASB 34.

This evidence is not definitive. In particular, due to the difficulty of matching the 

bond data with the Census of Governments, the D-in-D design in this case uses only one 

year’s worth of prior data and consequently relies on the strong assumption th a t the pre­

treatm ent trends are parallel (St.Clair and Cook, 2015). Moreover, many of the observations 

in the SDC Platinum  database are missing information on credit ratings, and so there is 

the possibility th a t the credit rating information is not missing at random. Nevertheless, 

the results are consistent with other work showing th a t different levels of informativeness 

across large and smaller issuers may have led to differential impacts from the introduction of 

higher quality accounting information and th a t muni bonds investors naively relied on third- 

party rating agencies. W ith few other sources of information available to them  at the time, 

investors may have placed relatively heavy weight on ratings, causing them  to underestim ate 

the credit risk of larger borrowers.

5.1 A ltern a tiv e  E xp lan ation s

Are there any other plausible explanations th a t might account for the difference in findings 

across large and small governments? One possibility is th a t larger governments with a greater 

number of funds might have revealed more proprietary information to contracting parties, for 

example when negotiating procurement contracts. However, prior to GASB 34, proprietary 

funds, which are the funds used to account for “business-like” enterprises in government 

th a t recover their costs through user fees, were already using accrual accounting in their 

income statem ents (called at the time, the “Combined Statem ent of Revenues, Expenses, 

and Changes in Fund Equity”) and consequently yielded much less new information as a 

result of GASB 34 than  the governmental funds.
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Another possible explanation would be th a t larger governments are more likely to 

administer their own pension funds, compared with smaller government th a t generally par­

ticipate in state-wide programs. However, as noted in section 2, pensions and OPEB were 

not covered by GASB 34, but by later statements. Hence, this explanation too falls short. 

Finally, perhaps accounting standards are less strictly enforced for smaller governments. The 

literature certainly suggests th a t smaller governments are less likely to comply with GAAP 

(Khumawala et al, 2014). However, this would not explain why the effects for larger govern­

ments were negative. Based on previous findings, one would expect th a t higher compliance 

would result in more positive effects.

6 D iscussion  and C onclusion

This paper exploits the staggered roll-out of a new financial reporting model to examine the 

effect th a t the introduction of accrual accounting had on municipal debt issuance. Unlike 

previous research on financial accounting standards, much of which relies on cross-sectional 

regressions and strong identification assumptions, the analysis here uses regression disconti­

nuity methods to more cleanly identify the effects of the change at two points in the revenue 

distribution. Panel methods also provide estimates of the average treatm ent effect. The 

results suggest tha t, while the average effect of GASB 34 was either negligible or slightly 

positive insofar as it increased debt usage, the effect on large issuers -  those with approxi­

mately $100 million in revenues in 1999 -  was in the opposite direction, resulting in less use 

of debt and higher interest costs. Phase 1 governments at the threshold were approximately 

20 percentage points less likely to issue long-term debt in the wake of implementation and 

issued $10 million less on average. The most likely explanation for these findings is that, 

in the absence high quality accounting information, muni bond investors relied heavilty on 

credit ratings, which were relatively more inflated for large issuers.

These findings contribute to a large body of literature on accounting quality and
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disclosure in financial markets. Other than  a few studies, much of this work has focused on 

the average effect. This paper, in contrast, shows th a t there may be substantial heterogeneity 

in the effects and th a t local effects may differ substantially from the average effect if the 

quality of the existing public information varies across parts of the distribution.

In addition to highlighting the heterogeneity of the effects, this paper also draws 

a link between credit information and accounting quality. Accrual information and credit 

ratings are both  forms of public information; more accurate ratings as well as higher quality 

accounting information decrease the incentives for investor information acquisition and im­

prove measures of market quality (Piccolo and Shapiro, 2017). The information contained in 

credit scores can substitute for the incremental information provided by accrual accounting 

(Cassar, Ittner, and Cavaluzzo, 2015), and in fact, investors rely on credit ratings the most 

in the poorest information environments (Cornaggia, Cornaggia, and Israelsen, 2018). The 

contribution th a t this paper makes is document tha t, in such environments, the benefits of 

accrual accounting depend on the quality of existing information; if credit information is not 

just noisy but biased for a certain segment of the market, and lenders rely on th a t informa­

tion, then the introduction of high quality accounting information can actually increase the 

cost of debt and decrease borrowing.

Several limitations of this study bear noting. Despite using the largest available 

dataset on U.S. government finances, the findings are hampered in places by a lack of preci­

sion, as the data  demands of the RD design are substantial. This lack of power as well as a 

lack of compliance data limited the analysis to an “in tent-to-treat” analysis rather than  an 

analysis of the “treatm ent effect on the treated .” The lack of precision is even more evident 

in the analyses of the cost of debt since this data was collected separately and had to be 

matched with the data on government borrowing. Future work will ideally be able to build 

on the findings presented here by investigating a wider variety of outcomes and utilizing a 

larger sample of borrowing cost data.
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Figure 1: C om pliance w ith  G A SB  34 at P h ase  1 /P h a se  2 T hreshold
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Note. This figure shows graphical evidence of a discontinuity in the implementation of GASB 34. The figure 
indicates the percentage of governments near the phase 1/phase 2 threshold that implemented GASB 34 in 
the first fiscal year beginning after June 15, 2001 (fiscal year 2002 for most governments). Data collected by 
the author. N =  217. The circles represent local sample means.
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Figure 2: U se  o f D eb t at P h ase  1 /P h a se  2 T hreshold

Figure 2a: Issued Long Term Debt
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Figure 2b: Amount of New Debt
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Note. The figures shows graphical evidence of discontinuities in the use of debt at the Phase 1/Phase 2 
threshold. Phase 1 governments just above the threshold issue less debt than Phase 2 governments just 
below the threshold. The circles represent local sample means.
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Figure 3: True In terest C ost at P h ase  1 /P h a se  2 T hreshold
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Note. The figure shows the cost of debt on both sides of the Phase 1/Phase 2 threshold. Although the data 
are more sparse, there is slight evidence of a discontinuity in the cost of debt. Phase 1 governments just above 
the threshold face slightly higher interest rates (as measured by true interest cost) than Phase 2 governments 
just below the threshold. The circles represent local sample means.
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Figure 4: U se  o f D eb t at P h ase  2 /P h a se  3 T hreshold

Figure 4a: Issued Long Term Debt
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Figure 4b: Amount of New Debt
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Note. The figures show the use of debt on both sides of the Phase 2/Phase 3 threshold. There is no evidence 
of a discontinuity in outcomes. The circles represent local sample means.
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Figure 5: True In terest C ost at P h ase  2 /P h a se  3 T hreshold
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Note. The figures show the cost of debt on both sides of the Phase 2/Phase 3 threshold. There is no evidence 
of a discontinuity in outcomes. The circles represent local sample means.
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Figure 6: P laceb o  R esu lts  (1998) for th e  U se  o f D eb t at P h ase  1 /  P h ase  2
T hreshold

Figure 6a: Placebo - Issued Long Term Debt
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Figure 6b: Placebo - Amount of New Debt
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Note. The figures show the use of debt in 1998 on both sides of the Phase 1/Phase 2 threshold. Since 
GASB 34 was issued in 1999, there should be no evidence of a treatment effect prior to 1999. Although 
there is a slight discontinuity in Figure 6 a, there is no evidence of a discontinuity in Figure 6 b, providing 
some confirmation that the placebo tests do not find evidence of a treatment effect. Table 7 presents the 
corresponding regression results.
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Figure 7: P an el D a ta  A nalysis. P rop ortion  o f G overnm ents Issuing Long Term  
D eb t B efore and A fter G A SB  34 Im plem entation

Figure 7a: Phase 1 and Phase 2 Govs Near $100 Million Threshold
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Note: The figures illustrate trends in the use of long-term debt before and after Phase 1 governments were 
required to implement GASB 34. Year 0 represents the first fiscal year beginning after June 15, 2001. While 
Figure 4a includes only those governments near the $100 Million Threshold, Figure 4b includes governments 
of all sizes. For Figure 4a, the sample consists of a panel of governments within $50 million of the $100 
million threshold (phase 1 governments with $100-$150 million in total revenues, phase 2 governments with 
$50-$ 100 million in total). Figure 4a illustrates that phase 1 governments see a decline in long term debt
issuance relative to their prior trend in the year after GASB 34 implementation (year 1). In contrast, when
all governments are included in the sample, there is no obvious effect on debt issuance. Both figures exclude 
governments without a full set of observations for years -3 to +3 (corresponding to fiscal years 1999-2005 for 
governments with a July 1 fiscal year). N =  (4a) 1401 governments, (4b) 13,562 governments, including 1124
phase 1, 5715 phase 2, and 6723 phase 3.
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Table 1. P ercen tage o f G overnm ents th a t Im plem ented  G A SB  34 by D istan ce
from  $100 M illion  R even ue T hreshold

Distance -10 -7.5 -5 -2.5 +2.5 +5.0 +7.5 +  10.0
(Millions)
Total Revenues $90- $92.5- $95- $97.5- $100- $102.5 - $105 - $107.5 -
(Millions) $92.5 $95 $97.5 $100 $102.5 $105 $107.5 $110

Percentage 14% 16% 29% 36% 63% 61% 63% 77%

Observations 37 37 17 28 24 28 24 22

Note: The table shows the data depicted in Figure 1: the number and percentage of governments that 
implemented GASB 34 in the first fiscal year beginning after June 15, 2001 (fiscal year 2002 for most 
governments). The first row indicates the distance from the $100 million revenue threshold. Data collected 
by the author from audited financial statements.
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Table 2: Sum m ary S ta tistics  for R D  A nalyses
P h ase  1 /2  T hreshold (1) (2) (3) (4) (5)
FY beginning after 6/15/02 mean median sd min max
U se o f D eb t
Issued Long-Term Debt 0.6 1.0 0.5 0.0 1.0
Amount of New Debt (Millions) 7.4 0.0 20.0 -19.1 102
Total Revenue(99-00) (Millions) 97.4 95.5 11.3 80.0 120
Amount of New D ebt(1998) (Millions) 5.7 -0.2 36.0 -96.7 482
Total Taxes (1998) (Millions) 31.4 30.4 19.6 0.0 89.8
Total Cash (1998) (Millions) 73.7 39.5 133.5 0.0 1,445
Survey Year 2004 Indicator 0.3 0.0 0.5 0.0 1.0
C ost o f D eb t
True Interest Cost 3.7 3.8 0.8 1.6 5.8
Years to M aturity 16.6 15.4 10.8 1.0 99.0
Callable 0.7 1.0 0.5 0.0 1.0
P h ase  2 /3  T hreshold (1) (2) (3) (4) (5)
FY beginning after 6/15/03 mean median sd min max
U se o f D eb t
Issued Long-Term Debt 0.3 0.0 0.5 0.0 1.0
Amount of New Debt (Millions) 0.8 -0.1 5.0 -18.8 78.2
Total Revenue (99-00) (Millions) 9.9 9.8 1.2 8.0 12.0
Amount of New D ebt(1998) (Millions) 0.5 0.0 3.6 -33.9 86.9
Total Taxes (1998) (Millions) 2.8 2.4 2.0 0.0 10.4
Total Cash (1998) (Millions) 5.5 2.4 16.3 0.0 208
Survey Year 2005 Indicator 0.2 0.0 0.4 0.0 1.0
C ost o f D eb t
True Interest Cost 3.7 3.8 0.7 2.1 4.8
Years to M aturity 14.8 14.2 9.0 1.0 99.0
Callable 0.7 1.0 0.5 0.0 1.0

Note: This table provides summary statistics for governments within a bandwidth of 20 million (N =  488) 
around the Phase 1/2 threshold (top panel) and a bandwidth of 2 million (N =  1,648)around the Phase 2/3 
threshold (bottom panel). Data on the use of debt come from the Census of Governments. The number of 
observations in the full datasets are 15,189 (first fiscal year after 6-15-02) and 15,889 (first fiscal year after 
6-15-03). Data on the cost of debt come from SDC Platinum. Appendix part 2 details the process used to 
match the census data with debt issues from SDC Platinum in order to produce the cost sample.



Table 3. U se  o f D eb t at P h ase 1 /  P h ase  2 T hreshold
Issued Long Term Debt (Binary)

(1) (2) (3)
Amount of New Debt 

(4) (5) (6)
RD Estim ate -0.173* -0.165 -0.248* -4,983 -6,036* -7,831*

(0.0885) (0.0902) (0.126) (3,064) (3,078) (3,805)

N 896 807 884 854 732 953
Bandwidth Optimal Optimal Optimal Optimal Optimal Optimal
Functional Form Linear Linear Quadratic Linear Linear Quadratic
Covariates No Yes Yes No Yes Yes

Note. ** p < 0.01, * p < 0.05. The table presents regression discontinuity results for the effect of GASB 34 
on the use of debt in the first fiscal year beginning after 6-15-02. Specifications 1-3 presents results from a 
linear probability model where the dependent variable is a binary indicator for whether a government issued 
long-term debt in the previous year. Specifications 4-6 presents results for the amount of new debt, measured 
as the sum of new long term debt plus year-ending short-term debt minus the amount of long-term debt 
retired. The coefficients for specifications 4-6 are in thousands. The bandwidths and standard errors are 
MSE-optimal and robust respectively based on Calonico, Cattaneo, & Titiunik (2014). Covariates include 
new debt in 1998, total taxes in 1998, total cash and securities in 1998, and a year dummy indicating the 
survey year (2003 or 2004). N represents the number of observations within the bandwidth.

Table 4: C ost o f D eb t at P h ase  1 /  P h ase  2 T hreshold
True Interest Cost 

(1) (2) (3)
RD Estim ate 0.253 0.153 0.539**

(0.518) (0.143) (0.203)

N 119 128 124
Bandwidth Optimal Optimal Optimal
Functional Form Linear Linear Quadratic
Covariates No Yes Yes

Note. ** p < 0.01, * p < 0.05. The table presents regression discontinuity results for the effect of GASB 34 
on the true interest costs of government debt issues at the phase 1/2 threshold. See appendix part 2 for a 
description of how cost data was merged with information on government borrowers. The bandwidths and 
standard errors are MSE-optimal and robust respectively based on Calonico, Cattaneo, & Titiunik (2014). 
Covariates include the number of years to maturity, whether the debt issue is callable, and time fixed effects 
(quarter year intervals). N represents the number of observations within the bandwidth.
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Table 5: U se  o f D eb t at P h ase  2 /  P h ase  3 T hreshold
Issued Long Term Debt

(1) (2) (3)
Amount of New Debt 

(4) (5) (6)
RD Estim ate 0.00249 0.0199 0.0405 -270.7 -300.4 -240.2

(0.0392) (0.0405) (0.0679) (396.4) (483.6) (725.9)

N 3,854 3,496 3,536 4,808 3,481 3,432
Bandwidth Optimal Optimal Optimal Optimal Optimal Optimal
Functional Form Linear Linear Quadratic Linear Linear Quadratic
Covariates No Yes Yes No Yes Yes

Note. ** p < 0.01, * p < 0.05. The table presents regression discontinuity results for the effect of GASB 34 
on the use of debt in the first fiscal year beginning after 6-15-03. Specifications 1-3 presents results from a 
linear probability model where the dependent variable is a binary indicator for whether a government issued 
long-term debt in the previous year. Specifications 4-6 presents results for the amount of new debt, measured 
as the sum of new long term debt plus year-ending short-term debt minus the amount of long-term debt 
retired. The coefficients for specifications 4-6 are in thousands. The bandwidths and standard errors are 
MSE-optimal and robust respectively based on Calonico, Cattaneo, & Titiunik (2014). Covariates include 
new debt in 1998, total taxes in 1998, total cash and securities in 1998, and a year dummy indicating the 
survey year (2004 or 2005). N represents the number of observations within the bandwidth.

Table 6: C ost o f D eb t at P h ase  2 /  P h ase  3 T hreshold
True Interest Cost

(1) (2) (3)
RD Estim ate -0.221 -0.108 -0.222

(0.377) (0.134) (0.161)

N 89 202 202
Bandwidth Optimal 5,000 5,000
Functional Form Linear Linear Quadratic
Covariates No Yes Yes

Note. ** p < 0.01, * p < 0.05. The table presents regression discontinuity results for the effect of GASB 34 
on the true interest cost for governments at the phase 2/3 threshold. See appendix part 2 for a description 
of how cost data was merged with information on government borrowers. The bandwidths and standard 
errors are MSE-optimal and robust respectively based on Calonico, Cattaneo, & Titiunik (2014). Columns 
2 and 3 use a default bandwidth of 5000 because there are not enough observations above the threshold to 
calculate an optimal bandwidth. Covariates include the number of years to maturity, whether the debt issue 
is callable, and time fixed effects (quarter year intervals). N represents the number of observations within 
the bandwidth.
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Table 7. F Y  1998 P laceb o  E stim ates for U se  o f D eb t

Table 7a. Phase 1 /  Phase 2 Threshold
Issued Long Term Debt (Binary)

(1) (2) (3)
Amount of New Debt 

(4) (5) (6)
RD Estim ate 0.0136 0.00994 0.00328 -755.6 -530.2 -1,280

(0.0861) (0.0816) (0.100) (1,974) (1,917) (2,166)

N 939 988 1,566 895 989 1652
Bandwidth Optimal Optimal Optimal Optimal Optimal Optimal
Functional Form Linear Linear Quadratic Linear Linear Quadratic
Covariates No Yes Yes No Yes Yes

Table 7b. Phase 2 /  Phase 3 Threshold
Issued Long Term Debt (Binary)

(1) (2) (3)
Amount of New Debt 

(4) (5) (6)
RD Estim ate -0.0281 -0.0239 0.0205 -189.8 -158.4 -284.4

(0.0504) (0.0505) (0.0837) (267.9) (271.0) (336.8)

N 2,539 2,527 2,527 2,509 2,513 3,595
Bandwidth Optimal Optimal Optimal Optimal Optimal Optimal
Functional Form Linear Linear Quadratic Linear Linear Quadratic
Covariates No Yes Yes No Yes Yes

Note. ** p < 0.01, * p < 0.05. The tables present regresión discontinuity results for the effect of GASB 34 on 
the use of debt in 1998. Since GASB 34 was issued in 1999, there should be no evidence of a treatment effect 
prior to 1999. The tables confirm that there is no evidence of a discontinuity in outcomes. The coefficients for 
new debt are in thousands. The bandwidths and standard errors are MSE-optimal and robust respectively 
based on Calonico, Cattaneo, & Titiunik (2014). Covariates include total taxes in 1998 and total cash in 
1998. N represents the number of observations within the bandwidth.
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Table 8: Sum m ary S ta tistics  for D iff-in -D iff and P anel A nalyses
D iff-in -D iff A nalysis (1) (2) (3) (4) (5)
FYs beginning after 6 /15/97  - 6/15/02 mean median sd min max
U se o f D eb t
Issued Long-Term Debt 0.5 1.0 0.5 0.0 1.0
Amount of New Debt (Millions) 3.6 -0.2 13.3 -29 83.5
Total Expenditure (Millions) 90.8 82.9 36.6 0.0 568
Total Taxes (Millions) 30.9 27.7 22.3 0.0 318
P anel D a ta  A nalysis (1) (2) (3) (4) (5)
1998-2005 mean median sd min max
U se o f D eb t
Issued Long-Term Debt 0.3 0.0 0.5 0.0 1.0
Amount of New Debt (Millions) 1.7 0.0 8.3 -16.6 83.5
Log Expenditures 9.3 9.4 1.8 0.0 19.2
Log Taxes 7.4 7.8 2.9 0.0 18.4

Note: This table provides government-year level summary statistics for the difference-in-difference (top panel) 
and panel data analyses (bottom panel). The data come from the Census of Governments. The diff-in-diff 
analysis is limited to governments with total revenues between $50 and $150 million (N =  1,385 governments, 
9,695 observations). For the panel data analysis, N =  12,887 governments (1,114 phase 1, 5,435 phase 2, 
6,338 phase 3) and 103,096 observations., Both the diff-in-diff and panel data analyses include observations 
from five years prior to implementation through one year after.
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Table 9: D ifference-in -D ifference R esu lts  - P h ase  1 /P h a se  2 T hreshold

Issued Long Term Debt
(1) (2) (3)

Amount of New Debt 
(4) (5) (6)

D-in-D -0.0253 -0.0959** -0.0998** -721.7 -3,796** -3,793**
Estim ate (0.0280) (0.0343) (0.0342) (1,151) (1,342) (1,337)

Fixed Effects Yes Yes Yes Yes Yes Yes
Group Time Trends No Yes Yes No Yes Yes
Covariates No No Yes No No Yes
Observations 9,695 9,695 9,689 9,495 9,495 9,489

Note. **p < 0.01, * p < 0.05. The table presents difference-in-difference estimates from specifications of 
the form: Yu = ex Y  (3\postt + /?2post * phaselu + /3sX +  7 ¿ +  eu where postu represents the year after 
implementation (fiscal year beginning after 6/15/02), phase 1 represents phase 1 governments (the treatment 
group), and represent fixed effects (which subsume the variablephasel.). The table presents results for the 
coefficient of interest, /?2 • The sample is limited to governments with total revenues between $50 and $150 
million and only includes governments with a full set of observations for the five years prior to implementation 
through the one year after (year -5 to +1, corresponding approximately to 1997-2003). The treatment effect 
is measured for the year following implementation, as in Tables 3 and 4. The covariates are total expenditures 
and total taxes. Standard errors are clustered by government.

Table 10: P an el E stim ation  R esu lts  - A ll G overnm ents

Issued Long Term Debt
(1) (2) (3)

Amount of New Debt 
(4) (5) (6)

Post-GASB 34 0.0254** 0.00790 0.00625 452.1** 389.5* 370.2*
Implementation (0.00332) (0.00648) (0.00646) (76.27) (169.5) (169.0)

Gov Fixed Effects Yes Yes Yes Yes Yes Yes
Year Fixed Effects No Yes Yes No Yes Yes
Covariates No No Yes No No Yes
Observations 103,096 103,096 103,096 100,578 100,578 100,578

Note. **p < 0.01, * p < 0.05. The table presents panel estimation results for specifications of the form: 
Yu = a + Pipostit + P2X  +  7 * +  en where postu represents the year following GASB 34 implementation (the 
first FY beginning after 6-15-02, 6-15-03, and 6-15-04 for Phase 1, 2, and 3 governments respectively). The 
table presents results for the coefficient of interest, (3\. The variation in postu (across types of government 
and over time) allows for both government and year fixed effects. The sample includes observations from 
1998-2005 and only includes governments with a full set of observations. The covariates are log total expen­
ditures and log taxes (recoded to zero when the untransformed variable is equal to zero). Standard errors 
are clustered by government.
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Table 11: C redit R atin gs B efore and A fter G A SB  34

Before After Difference
Treatment Group (Phase 1) 4.2 4.6 0.5

[45] [96]
Comparison Group (Phase 2) 4.6 4.3 -0.3

[91] [216]
D-in-D Estim ate 0.77*
(SE) (0.39) [448]

Note. * p < 0.05. The rating variable is based on Moody’s underlying (without insurance) ratings (Aaa =  
1, Aal =  2, etc.) but is imputed based on S&P and Fitch ratings where the Moody’s rating is missing. A 
positive coefficient indicates a worsening credit rating. The brackets indicate the number of observations. 
The standard error for the D-in-D estimate is in parentheses and is clustered by issuer. The “before” period 
consists of the first fiscal year beginning after 6/15/2001. The sample consists of primary market data from 
SDC Platinum’s municipal database for the period 6/15/2002-5/31/2005 that has been matched to the Census 
of Governments. Unlike the process described in Appendix part 2, which matches governments to one debt 
issue in the post-treatment period, in this case governments are matched to multiple debt issues. The sample 
is restricted to governments for whom a “pre-treatment” observation exists in the data, i.e. governments that 
issued debt in the first fiscal year beginning after 6/15/2001.
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A p p en d ix  F igure 1: D en sity  P lo t o f G overnm ents
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Note. The figure provides a density plot of governments to check for manipulation of the running variable. 
Since GASB issued the standard in June of 1999, and implementation was based on revenues in the fiscal 
year ending after June 15, 1999 there would have been little opportunity for governments to manipulate their 
total revenues. The figure confirms that there is no obvious bunching to the left of the $100 million revenue 
threshold.
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A p p en d ix  Table 1. A d d ition al R D  Specifications for th e  U se  and C ost o f D eb t
at th e  P h ase  1 /P h a se  2 T hreshold

Appendix Table la. Use of Debt
Issued Long Term Debt

(1) (2) (3)
Amount of New Debt 

(4) (5) (6)
RD Estim ate -0.408* -0.219+ -0.120+ -12,385* -9,110* -3,428

(0.191) (0.132) (0.056) (5,160) (4111) (2,743)

N 298 615 190 291 601 186
Bandwidth 12,500 25,000 Optimal 12,500 25,000 Optimal
Functional Form Linear Linear Local Linear Linear Local

Randomization Randomization
Covariates Yes Yes Yes Yes Yes Yes

Appendix Table lb . Cost of Debt

(1)
True Interest Cost 

(2) (3))
RD Estim ate 0.383* 0.104 0.115

(0.176) (0.146) (0.202)

N 125 240 68
Bandwidth 12,500 25,000 Optimal
Functional Form Linear Linear Local

Randomization
Covariates Yes Yes Yes

Note. **p < 0.01, *p < 0.05, +  p <0.10. The tables are identical to Tables 3 and 4 respectively in 
the main text except they includes results from specifications using alternate bandwidths and also for a 
specification using the local randomization assumption. The coefficients for specifications 4-6 in Table la  
are in thousands, as are all the alternative bandwidths. The standard errors are robust based on Calonico, 
Cattaneo, & Titiunik (2014). The covariates for the use of debt include new debt in 1998, total taxes in 1998, 
total cash and securities in 1998, and an indicator variable for the survey year (2003 or 2004). The covariates 
for the cost of debt include the number of years to maturity, whether the debt issue is callable, and time 
fixed effects (quarter year intervals). N represents the number of observations within the bandwidth.
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A p p en d ix  Table 2. U se  o f D eb t at P h ase  1 /  P h ase  2 T hreshold  - R esu lts  from
A d d ition al Years

Appendix Table 2a. Issued Long-Term Debt
Year t-2 

(1)
Year t - 1 

(2)
Year t

(3)

Year t +  1
(4)

Year t +  2
(5)

RD Estim ate -0.117
(0.0900)

-0.0788
(0.0899)

-0.0262
(0.0903)

-0.165+
(0.0902)

-0.0554
(0.0784)

N 736 730 885 807 1297
Bandwidth Optimal Optimal Optimal Optimal Optimal

Appendix Table 2b. Amount of New Debt
Year t - 2  

(1)
Year t - 1 

(2)
Year t

(3)

Year t +  1
(4)

Year t +  2
(5)

RD Estim ate -1,470
(2,938)

-2,124
(3,187)

-2,428
(3,826)

-6,036*
(3,078)

-3,280
(3,668)

N 549 496 667 732 747
Bandwidth Optimal Optimal Optimal Optimal Optimal

Note. ** p < 0.01, * p < 0.05, +  p < 0.10. These tables look at the effect of the treatment at different 
points in time, from two years before Phase 1 governments were required to implement GASB 34 to two 
years after. Although Phase 1 governments were required to implement GASB 34 in the first fiscal year after 
June 15, 2001 (2002 for most governments), the standard was issued in 1999, and thus there is the possibility 
of an early treatment effect. The column labeled Year t+1 represents the year after implementation; this is 
the focus of the main analysis and corresponds to the third column of Tables 6 and 7. By year t+2, both 
Phase 1 and Phase 2 governments had implemented the standard and presumably released financial reports; 
hence, any significant effect in this year would be due to a different in treatment duration rather than simply 
exposure to the treatment. None of the specifications other than the main estimates - those in year t+1 - 
are significant, suggesting that there is no evidence of anticipation or duration effects. All specifications are 
linear in the running variable and include covariates. Bandwidths and the coefficients for new debt are in 
thousands. The bandwidths and standard errors are MSE-optimal and robust respectively based on Calonico, 
Cattaneo, & Titiunik (2014).
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A p p en d ix  Table 3: Fuzzy R D  E stim ates for U se  o f D eb t at P h ase  1 /  P h ase  2
T hreshold

Issued Long Term Debt Amount of New Debt
(1) (2) (3) (4) (5) (6)

RD Estim ate -0.794 -0.746 -0.147 -24,266 -28,905 2,588
(1.453) (1.917) (1.069) (45,157) (63,300) (43,438)

N 181 180 180 177 177 177
Functional Form Linear Linear Quadratic Linear Linear Quadratic
Covariates No Yes Yes No Yes Yes

Note. ** p < 0.01, * p < 0.05. The table presents fuzzy regression discontinuity results (“treatment effect 
on the treated”) at the Phase 1/ Phase 2 threshold for the effect of GASB 34 implementation on the use 
of debt. All estimates use a default bandwidth of $10 million because compliance data was only collected 
within a $10 million window of the threshold ($90-$ 110 million). Although the estimates are very imprecise 
and not statistically significant due to the small bandwidth and measurement error in the running variable, 
five of the six show the same sign as the coefficients from sharp RD estimation. The coefficients for new debt 
are in thousands. Standard errors are robust based on Calonico, Cattaneo, & Titiunik (2014).
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A p p en d ix  Table 4: D ifference-in -D ifference R esu lts  U sin g  G overnm ents from  
N o n -G A A P  C om pliant S ta tes as A n A ltern ative  C ontrol G roup

Issued Long Term Debt
(1) (2) (3)

Amount of New Debt 
(4) (5) (6)

D-in-D -0.0912 -0.239** -0.239** -2,454 -6,701+ -6,528+
Estim ate (0.0639) (0.0838) (0.0839) (3,068) (3,747) (3,804)

Fixed Effects Yes Yes Yes Yes Yes Yes
Group Time Trends No Yes Yes No Yes Yes
Covariates No No Yes No No Yes
Observations 2,975 2,975 2,975 2,913 2,913 2,913

Note. **p < 0.01, * p < 0.05, +  p < 0.10. The table reproduces the estimates from Table 8 except that 
it uses an alternate control group consisting of governments from non GAAP-compliant states. Thus, the 
sample consists of the same treatment group as Table 8 along with a comparison group that includes school 
districts in Indiana, Missouri, Washington, and West Virginia, as well as local governments in New Jersey 
and Indiana with total revenues between $100 and $150 million.

A p p en d ix  Table 5: D ifference-in -D ifference and P an el R esu lts  for Log N ew
D eb t Issued

(1)
Diff-in-Diff

(2) (3)
Panel Analysis 

(4) (5) (6)
Estim ate -0.0295 -0.108* -0.108* 0.00638* 0.00268 0.00197

(0.0389) (0.0433) (0.0431) (0.00305) (0.00680) (0.00679)

Fixed Effects Yes Yes Yes Yes Yes Yes
Year T rend/FE No Yes Yes No Yes Yes
Covariates No No Yes No No Yes
Observations 9,494 9,494 9,494 100,577 100,577 100,577

Note. **p < 0.01, * p < 0.05. The table reproduces the estimates from columns 4-6 in Table 9 and columns 
4-6 in Table 10 except it uses a transformed measure of new debt. The transformation first makes the entire 
distribution positive by subtracting the minimum value and then converts to the log scale.
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A p p en d ix  P art 2: P rocess for M atching C ensus D a ta  w ith  D eb t Issues

In this paragraph, I outline the process I used for matching the data from the Cen­
sus of Governments with prim ary market data from SDC Platinum ’s municipal database. 
First, I performed searches in the SDC Platinum  database for tax  exempt issues. For the 
Phase I/P h ase  2 analysis, I collected prim ary market information for the period 6/15/2002 
- 5/31/2005. For the Phase 2 /Phase 3 analysis, I performed a separate search th a t yielded 
prim ary market information for the period 6/15/2003 - 5/31/2006. These periods cover the 
first two years following implementation for Phase I governments and Phase 2 governments 
respectively (for the full range of fiscal-year-end dates). Using these data  sources, I matched 
each governments in the Census file with the corresponding debt issues based on the name 
of the issuer. In some cases, if a government did not issue any debt in the two years after the 
start of the fiscal year beginning after 6/15/2002 (Phase 1/2 threshold) or 6/15/2003 (Phase 
2/3 threshold), then there was no match. In other cases, there were multiple debt issues 
th a t corresponded to a government. In th a t case, I matched the government to a debt issue 
using the following criteria. First, I looked for debt issues with complete information on true 
interest cost (no missing observations). Next, I looked for debt issues closest to 3/30/2003 
(for the Phase 1/2 analysis) and 3/30/2004 (for the Phase 2/3 analysis). These dates fall 
nine months after implementation. Finally, I looked for debt issues with a time to m aturity 
closest to ten years. If a municipality issued several bonds with identical m aturities on the 
same day, I selected the largest of the issues.
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